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Abstract

Nearest neighbour approach for determination of the minimum travelling
salesman tour is a well-documented heuristic for a quick identification of the
salesman tour and its associated cost. This heuristic has been used on large
sized networks for a quick approximate solution to the travelling salesman
problem. For the last several years, an alternative approach to the minimum
travelling salesman tour has been developed through the minimum spanning
tree (MST). The MST was converted to an index restricted MST (IRMST)
and that IRMST was used to find the minimum travelling salesman tour.
These two approaches, i.e., the greedy heuristics and the index restricted min-
imum spanning tree seems to have stronger relations and it is this relationship,
which has been explored in this paper. The nearest neighbour approach to
find the travelling salesman tour has been modified by incorporating the index
balancing theorem. A further modification to this heuristic has been suggested
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to identify the minimum travelling salesman tour. Many small size problems
have been attempted using the heuristic discussed in this paper, and it resulted
in an optimal solution but an analytical proof for optimality remains a
challenge. This approach further strengthens a natural question about the
‘NP Hard’ category associated with the minimum travelling salesman tour
problem.

Keywords: Travelling salesman tour, shortest connected graph, index
restricted shortest connected graph, travelling salesman heuristic, nearest-
neighbour heuristic to the travelling salesman.

1 Introduction

From time to time, the mathematics of OR has provided analytical tools
or heuristics for resolving real-life industrial and business decision-making
situations. Some of these situations can be represented in the form of a
network, and appropriate network tools have been used for resolving those
situations. In general, a network is represented by G(N,L), where N repre-
sents a set of entities denoted by the nodes N = {1, 2, . . . , n} and L is the
set of links joining various pair of nodes. The weights associated with links
represent a quantitative measure of properties associated with these pair of
nodes. Links are denoted by (i, j), where i and j are the nodes 1, 2, . . . , n
and i ̸= j. In a weighted network, each link is assigned a weight providing
that quantitative measure of the relationship between the pair of nodes. Let
the weight associated with the link (i, j) be denoted by cij , which can be a
positive or a negative quantity, depending on the situation and its physical
interpretation of the relationship.

Kumar and Munapo in [1] considered a few classical network routing
problems, and based on them developed some innovative ways to create
alternatives in different situations and used those alternatives to solve some
difficult combinatorial network optimization problems. The travelling sales-
man problem was one of these problems discussed in that paper. They
approached the travelling salesman problem through the minimum connected
tree approach. The minimum connected tree (MCT) and its variation in the
form of index restricted minimum connected tree (IRMCT) has a strong
relation with the minimum travelling salesman tour. This earlier work by
the authors has been reviewed in Section 2. The nearest-neighbour heuristic
is briefly presented in Section 3, and a heuristic, incorporating the index
balancing theorem, for the travelling salesman problem has been discussed in
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Section 4. In Section 5, we again approach the travelling salesman problem
as an index restricted minimum connected tree for a reconstructed network
and find the minimum travelling salesman tour. In this approach, the index
restricted path and the minimum travelling salesman tour are equivalent,
hence results in an optimal solution. Numerical examples have been discussed
in Sections 4 and 5 to illustrate approaches discussed in those sections.
Finally, the paper is concluded with some remarks in Section 6.

2 The Shortest Connected Network and the Travelling
Salesman Problem

The travelling salesman problem has received much attention, and researchers
have developed analytical as well as heuristic approaches, see Nemhauser
and Wolsey [2]. In this section, we briefly review some work on the trav-
elling salesman problem that is based on the shortest connected graph of
a given network. Since the shortest connected network can be obtained by
a greedy approach, these approaches have raised a natural question about
the ‘NP Hard’ category assigned to the travelling salesman problem. These
approaches for the travelling salesman problem were mainly developed by
the authors and their associates, see [3–5].

The minimum travelling salesman tour is a classical graph theory prob-
lem, where the aim is to find the minimum cost tour passing through all nodes
of the network once and return to the home city. This classical travelling
salesman problem has lot of industrial applications, and it has been classified
as a ‘NP Hard’ problem, see [1, 2, 6]. In [7] Christofides has discussed
worst-case ratio Rw of the heuristic for the travelling salesman problem, and
established that ration is < (32).

The shortest connected network (SCN) is also a classical network the-
ory problem that has been attempted by the greedy approach, see [8–10].
These two problems connect all nodes of the given network with different
objectives. For example, in the case of TSP, the objective is to find the
minimum cost tour that starts from a given node and returns to the same
node after visiting each node once in minimum total cost. In the case of SCN,
aim is to connect all nodes with minimum total cost. A network, G(N,L),
consists of N nodes representing the entities, N = {1, 2, . . . , n} and L links
joining various pairs of nodes. Each link (i, j), is assigned a link weight Cij ,
where i and j are the nodes 1, 2, . . . , n and i ̸= j. In a ‘n’ node connected
network, the minimum salesman tour is comprised of n links, which start
from any given node and returns to the same node after visiting all other
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nodes once and total cost is minimum. The minimum spanning tree of the
network G(N,L) is comprised of (n−1) links which form a tree of the given
set of nodes and total weight of the selected links is minimum. These two
problems dealing with all nodes of the network have some intimate relations.
One of these relationships is in the form of an index restricted connected
tree was investigated by Munapo et al. in [11]. The index restricted shortest
connected network (IRSCN) is a slight modification of the conventional
shortest connected network. In the IRSCN, the index for (n − 2) nodes are
restricted to 2, and for the remaining two nodes, the index is restricted to
1. Therefore, the IRSCN of (n − 1) links form a path joining two single
index nodes passing through all the remaining (n − 2) nodes. Suppose a
link, that has not been used for this path is selected to join these two single
index nodes, it will form a feasible travelling salesman tour, hence its total
length can be seen as an upper bound on the required minimum travelling
salesman tour. This relationship between the IRSCN and the minimum cost
TST problem has been investigated by in [3, 4] and finally the minimum
spanning tree under the index restriction was established equal to the mini-
mum travelling salesman tour, see [1, 5]. Some other relevant references are
[12–14, 17–19].

2.1 Classical Shortest Connected Network and Its Modification

The shortest connected network (SCN) of G(N,L) is comprised of (n − 1)
links. These links are selected by the greedy approach, see [8–10]. Here ‘n’
represents the number of nodes in the given network G(N,L). The SCN
has a unique path from every node to every other node, and that path is
free of loops. In such a SCN network, if any link is removed, it will result
in a disconnect network. If an additional link is added, it forms a loop. A
modification of the SCN was proposed by Munapo et al. in [11], which is
briefly reviewed in Section 2.2.

2.2 IRSCN: Index Restricted Shortest Connected Network

For a given G(N,L), the SCN can be obtained by any known method, and
node index values for each node can be identified. If the node index of the
node i is represented by ni, each node in the SCN will satisfy the condition
1 ≤ ni ≤ (n − 1), whereas the index restricted shortest connected network
requires each node, other than the source and the destination node to satisfy
ni = 2. The index of the source and the destination node is 1. It means the
SCN must be modified to satisfy the condition 1 ≤ ni ≤ 2, ∀i. The IRSCN
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forms a path joining two nodes and passing through all other remaining nodes
of the network.

2.3 Theorems Used for a Transition of the SCN to an IRSCN

Shape of the IRSCN: Each selected link generates two indices, the total
number of indices of the selected (n − 1) links forming the SCN will be
2(n − 1). Alternatively, a path joining two nodes and passing through all
other (n− 2) remaining nodes, will also have a total index value 2(n− 1).

High and low index nodes: Once a SCN of the given G(N,L) has been
identified by using any known method, with index value 1 ≤ ni ≤ (n − 1).
These index values must be changed to satisfy the condition 1 ≤ ni ≤ 2 ∀i,
i.e., for the origin and the destination nodes the ni = 1, and for all other
remaining (n-2) nodes, ni = 2. High index nodes will be the nodes where the
current index value is higher than required.

2.3.1 Theorem
Adding the same constant to all links emanating from the same node does not
change the relative merit of any given selected link in the SCN obtained by the
greedy approach. However, an appropriate constant when added to all links
emanating from the same node can create an alternative. Since in the given
SCN, low and high index nodes are known, the index balancing theorem is
used reduce the index value of a high index node by adding constants to all
links that are emanating from that high index node. The idea is to create an
alternative for the selection of a link and reduce index at a high index
node and increases the index of a low index node. It is done by removing
a link from a high index node and place that link between two low index
nodes. This process can be repeated, until all nodes attain the required index
and satisfy all index restrictions as required by the IRSCN.

In this paper, we apply this index balancing idea at a node whenever the
index of that node is >2 and for the origin and destination nodes, the index
>1.

2.4 Brief Review of Approaches to Find the Minimum Travelling
Salesman Tour by Using the IRSCN

In this section, we review approaches that used the IRSCN of a network to
find the minimum travelling salesman tour. These studies have been discussed
in [3–5]. Since the IRSCN is a path between two nodes passing through all the
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remaining nodes of the given network G(N ,L), this path can be converted
to a salesman tour by joining the origin and the destination nodes of the
IRSCN path by a link of the given network. This fact has been used to find
the travelling salesman tour; where complexity of the approach was a function
of the strategy that was used to find the minimum salesman tour. Consider that
a typical node p of the given network G(N ,L) has r ≥ 2 links emanating
from it, various ways are possible to convert an index restricted path to the
travelling salesman tour, see [3–5]. Here is a brief explanation:

(1) A pair of nodes from these r links will certainly be a part of the mini-
mum salesman tour. We can reconstruct the given network by removing
the node p and all the links emanating from the node p. Reconstructed
network that was used in [4] can be denoted by G((N − 1), (L− pr)).
Under this strategy, they solved rC2 number of problems to find the
minimum salesman tour. Therefore, the complexity for the minimum
salesman tour under this strategy was denoted as rC2 .

(2) Since the travelling salesman tour passes through all nodes, at least
one of these r links will be a part of the minimum salesman tour.
If we follow this strategy, the reconstructed network will be given by
G(N , (L − 1)). Under this strategy, we will be able to obtain the
optimal solution by solving r number of such tours. Details of this
strategy have been discussed in [3]. The complexity of this strategy is
given by r.

(3) Once again, let the selected node be p. The given network G(N,L) can
be modified by adding the node p′ and the links emanating from the
node p as emanating from the node p′ and the reconstructed network
will become: G{(N +1), (L+ pr)}. It may be noted that we are adding
the node p and all links emanating from the node p in the reconstructed
network. This increases number of nodes by 1 and the number of links
by pr. To maintain a difference in the selected node and its duplicate and
similarly the links that are emanating from the duplicate node, we have
used prime as a notation, i.e., p (the original node) and p′ (the duplicate
node). Since the node p and all links emanating from this have been
duplicated, hence their use is possible only once as the duplicate links is
a virtual link. The node p′ is also virtual, however, when we overlap p′

on p, we consider that we are discussing only about the node p, which is
real. Similarly, some strategies are required to deal with the virtual links.
Since the node p and p’ are essentially the same, the index restricted
path from the node p to the node p′ will form a salesman tour, provided
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the index at the nodes p and p′ are restricted to 1. Now, let us look at the
strategy about a link from the node p or p′ is selected. Since, existence of
only one link is real, when a link is selected for inclusion in the IRMST,
the other link is removed from the selection process by increasing its
weight to ∞. Thus, in this case, the index restricted shortest connected
network joining the nodes p and p′, would give us the required minimum
salesman tour, and therefore its complexity is reduced to one.

In the above modified network, the usual greedy approach to find the
minimum spanning tree is not applicable. The pr number of extra links added
to the node p′ are not real. Only one link can exist (p, q) or (p′, q), not both.
Therefore, when a link is selected to be part of the minimum spanning tree,
the other link is made of large length to avoid its selection. In other words,
if the link (p, qj) is basic, the link (p′, qj) will be made of infinite length,
therefore will not be a candidate for selection of the minimum spanning tree.
Similarly, if the duplicate is basic, the original link is changed to infinite
weight. However, if these links are non-basic, they can co-exist as two non-
basic links, as they have no meaningful existence for the travelling salesman
tour. Based on this reconstruction, a heuristic for the travelling salesman
problem has been presented in the Section 5, which results in an optimal
solution.

More details of these reconstruction approaches can be seen in the earlier
papers [3–5].

3 Nearest-neighbour Heuristic for the Travelling Salesman
Problem

TSP literature presents a heuristic for a quick solution of the travelling
salesman tour described as ‘Nearest Neighbour’ approach, see [15]. The steps
for the nearest-neighbour approach are:

1. Initialize all vertices as unvisited.
2. Select an arbitrary vertex, set it as the current vertex u. Mark u as visited.
3. Find out the shortest edge connecting the current vertex u and an

unvisited vertex v.
4. Set v as the current vertex replacing the vertex u. Mark v as visited.
5. If all the vertices in the domain are visited, then terminate. Else, go to

step 3.

This simple heuristic has been used for quick approximations to the
travelling salesman tour. In the next section, we modify the above steps and
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incorporate the index balancing theorem discussed in Section 2 and develop
a new approach, which is not NP Hard, and approximations are good. We
solved a few problems, resulting in an optimal solution, however, optimality
proof is desirable.

4 Modified Nearest Neighbour Approach Incorporating the
Node Balancing Theorem

The index balancing theorem has a property that when a constant is added
to all links emanating from a node, the relative merit of various links does
not change, however, alternatives can be created. Therefore, by the greedy
approach, when selection of a link leads to node index >2, link weights of
links emanating from that node can be appropriately modified, and alter-
natives are created to maintain index values to 2. The nearest neighbour
approach to obtain the minimum salesman tour has been modified, and the
modified steps are as follows:

Step 1. Let the set of selected links be contained in a set LS , which initially
is a null set, i.e., LS = {∅}. We also define a counter K, which has an initial
value 0. Whenever a link is selected for entry to the set LS , the counter value
is set K = K + 1.

Step 2. Given the network, rearrange the link lengths in non-decreasing
order and when more than one link (say links, (ij) and (kl)) have the same
length, alternatives are created, and we hold on to the alternatives until these
alternatives are resolved by subsequent selections of links for inclusion.

Step 3. Select the smallest weighted link if it does not form a circuit with the
current set of selected links in the set LS and reject it if it forms a circuit.
Every time a link is selected for inclusion in the set LS , the counter K is set
equal to (K + 1). In the case of alternatives, we hold on to alternatives till the
next selection resolves the tie.

Step 4: If the selected link makes an index value ni of the node i > 2, update
link weights of all links emanating from the node i where the index value
was observed to be >2. Rearrange links in non-decreasing order and return
to Step 2 if K < (n − 1).

Step 5. If the counter K = (n − 1), and no feasible link can be added to the
set LS , we apply the index balancing theorem at an earlier node and return to
Step 2.
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Step 6. If the counter K = n, stop the process and identify the travelling
salesman tour with the selected links.

4.1 Numerical Illustration 1

Let us reconsider the numerical illustration that was discussed in [1] and it
was solved by the index restricted minimum connected graph approach. The
network and link weights are given in Table 1, and Figure 1, respectively.

Table 1 Various link weights
F\T 2 3 4 5 6
1 12 10 10 – –
2 – 15 11 11 16
3 – 7 14 12
4 – 10 11
5 – 9

Figure 1 Traveling salesman tour network.

Iteration 1

Arranging the 13 link lengths from Table 1 in a non-decreasing order. This
gives: 7(3,4), 9(5,6), 10(1,3), 10(1,4), 10(4,5), 11(2,4), 11(2,5), 11(4,6),
12(1,2), 12(3,6), 14(3,5), 15(2,3), 16(2,6).

Alternative 1: Note that links (3,4), (5,6), (1,3), can be selected. Link (1,4)
forms a sub-cycle, hence not selected. Next selected link is (4,5), The next
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link that qualifies to be selected is the link (2,4), however, it will imbalance
the index at node 4, which will become a high index node at index value of
node 4 will be equal to 3. See Figure 2. Hence weights of links connecting
node 4 are updated by quantity 1 and these new weights are shown in Table 2.

Figure 2 Nore 4 becomes imbalanced.

Table 2 Modified link weights for links emanating from node 4
F\T 2 3 4 5 6
1 12 10 10+1 – –
2 – 15 11+1 11 16
3 – 7+1 14 12
4 – 10+1 11+1
5 – 9

Alternative 2: Note that after selection of the links (3,4), (5,6), the next link
(1,4), can be selected. Link (1,3) forms a sub-cycle, hence not selected. Next
selected link is (4,5), This link brings an index imbalance at node 4, hence it
requires updating of all links emanating from the node 4. Increasing weights
of all nodes emanating from node 4 will resolve the tie in favour of the
alternative 1, as the link (1,4) will have weight 11 compared to weight of
the link (1,3) which will remain 10.

Iteration 2

Rearranging the link weights in increasing order, we have: 8(3,4), 9(5,6),
10(1,3), 11(1,4), 11(2,5), 11(4,5), 12(1,2), 12(2,4), 12(3,6), 12(4,6), 14(3,5),
15(2,3), 16(2,6).
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Figure 3 Alternative 2 at iteration 1.

Figure 4 Selected links after updating link weights emanating from node 5.

Selected links will be 8(3,4), 9(5,6), 10(1,3). The next link (1,4) will not
be included as it makes a cycle, however, the link (2,5) is selected. The next
link (4,5) will make the node 5 imbalanced. Link weights emanating from
the node 5 need updating. These weights are shown in Table 3 and network
is shown in Figure 4.
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Iteration 3

These updated link-weights from Table 3 are rearranged in increasing order.
8(3,4), 10(1,3), 10(5,6), 11(1,4),), 12(1,2), 12(2,4), 12(2,5), 12(3,6), 12(4,5),
12(4,6), 15(2,3), 15(3,5), 16(2,6).

Table 3 Link weights after updating link weights emanating from node 5
F\T 2 3 4 5 6
1 12 10 11 – –
2 – 15 12 11+1 16
3 – 8 14+1 12
4 – 11+1 12
5 – 9+1

These link lengths will lead to the selection of the following: 8(3,4),
10(1,3), 10(5,6), 12(1,2), {12(2,4) not selected}, 12(2,5), 12(4,6). This is
shown in Figure 5, which is the required travelling salesman tour. The cost
associated with this tour can be obtained from Table 1, where the given cost
data information prevails.

Figure 5 The required travelling salesman tour.

The cost of the travelling salesman tour will be given by 10 (1,3) +7 (3,4)
+11 (4,6) +9 (6,5) +12 (5,2) +11 (2,1) = 60. It is an optimal solution as it is
the same result as was obtained in [1]. However, it is desirable to establish its
optimality independently from the available information.
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It may also be noted that in the above example, sum of 6 minimum links
turn out to be: 10 + 10 + 7 + 10 + 9 + 11 = 57. Therefore, the maximum error
in the solution obtained above is < = 3, or it is less than 6%, even if optimality
of the above solution is disputed.

4.1.1 An alternative approach to justify the optimality of the
above solution

Note that the selection of the last link does not have any choice but only one
possibility remains to make the tour feasible for the travelling salesman tour.
In the above example, it was the link (4,6). From each node of the last link,
at least two links will be included in the salesman tour. Let us look at the
minimum links from the node 4 and the links from the node 6. These are:

Links from the node 4: 10(1,4), 11(2,4), 7(3,4), 10(4,5), and 11(4,6)

Links from the node 6: 16(2,6), 12(3,6), 11(4,6), and 9(5,6)

The salesman tour obtained from Figure 4 is comprised of the links 10(1,3),
7(3,4), 11(4,6), 9(6,5), 11(5,2), 12(2,1).

It may be noted that the minimum links from the node 4 and from the
node 6 have been included in the salesman tour obtained by the proposed
approach, However, the second minimum from the node 4 is not included
but the included link is second minimum from the node 6 (in red) hence the
solution obtained must be close to an optimal solution.

However, it remains a challenge to establish optimality of a solution for
the travelling salesman problem obtained by the above heuristic. Here is one
more attempt for resolving optimality of the solution by solving a slightly
modified but equivalent data as given in Table 4. Since adding a constant does
not change their relative merits of various values, we change the minimum
link weight by adding a constant 3 to all links emanating from the node 3.
This is given in Table 4.

Table 4 Slightly modified values of various link weights
F\T 2 3 4 5 6
1 12 10+3 10 – –
2 – 15+3 11 11 16
3 – 7+3 14+3 12+3
4 – 10 11
5 – 9
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These link weights from Table 4 are rearranged in non-decreasing order
as given below:

9(5,6), 10(1,4), 10(3,4), 10(4,5), 11(2,4), 11(2,5), 11(4,6), 12(1,2), 13(1,3),
15(3,6), 16(2,6), 17(3,5), 18(2,3). This results in the selection of 9(5,6),
10(1,4), 10(3,4), 10(4,5), which makes the node index of the node 4 more
than 2. Hence, we add a constant to all links emanating from the node 4 as
shown in Table 5.

Table 5 Modified values of link weights

F\T 2 3 4 5 6

1 12 13 10+1 – –

2 – 18 11+1 11 16

3 – 10+1 17 15

4 – 10+1 11+1

5 – 9

Arranging link weights from Table 5 in non-decreasing order, we have:

9(5,6), 11(1,4), 11(2,5), 11(3,4), 11(4,5), 12(1,2), 12(2,4), 12(4,6), 13(1,3),
15(3,6), 16(2,6), 17(3,5), 18(2,3). It will lead to the selection of 9(5,6),
11(1,4), 11(2,5), 11(3,4), and 11(4,5) resulting in high index of nodes 4 and
5, which give rise to Table 6.

Table 6 Modified values of link weights

F\T 2 3 4 5 6

1 12 13 11+2 – –

2 – 18 12+2 11+1 16

3 – 11+2 17+1 15

4 – 11+1+2 12+2

5 – 9+1

This results in the rearrangement of link-weights in non-decreasing
order as.

10(5,6), 12(1,2), 12(2,5), 13(1,3), 13(1,4), 13(3,4), 14(2,4), 14(4,5), 14(4,6),
15(3,6), 16(2,6),) 18(2,3), 18(3,5). It will lead to:

(1) the selection of 10(5,6), 12(1,2), 12(2,5), 13(1,3), 13(3,4) and 14(4,6)
(2) rejection of 13(1,4), 14(2,4), 14(4,5).

The above is the same result as was shown in Figure 5.
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4.2 Numerical Illustration 2

Consider a completely connected 6-node, 15-link network taken from [16].
Its 15 link-weights are given Table 7. Network configurations are like the
illustration 1.

Table 7 Link weights of the network
nodes 1 2 3 4 5 6
1 – 11 9 9 15 16
2 11 – 14 10 10 15
3 9 14 – 6 13 11
4 9 10 6 – 9 10
5 15 10 13 9 – 8
6 16 15 11 10 8 –

Iteration 1: Arranging 15 link-weights in non-decreasing order as was done
earlier in illustration 1, we have: 6(3,4), 8(5,6), 9(1,3), 9(1,4), 9(4,5), 10(2,4),
10(2,5), 10(4,6), 11(1,2), 11(3,6), 13(3,5), 14(2,3), 15(1,5), 15(2,6), 16(1,6).

The above weights will result in the selection of 6(3,4), 8(5,6), 9(1,3);
rejection of 9(1,4), selection of 9(4,5) and 10(2,4); resulting in the index value
3 for the node 4. See Figure 6, link weights emanating from node 4 will need
updating.

Figure 6 Reflecting selected links making node 4 a high index node.
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Iteration 2: Changing link-weights of links emanating from the node 4, we
have:

{(6+1)(3,4)}, 8(5,6), 9(1,3), {(9+1)(1,4)}, {(9+1)}(4,5), {(10+1)(2,4)},
10(2,5), {(10+1)(4,6)}, 11(1,2), 11(3,6), 13(3,5), 14(2,3), 15(1,5), 15(2,6),
16(1,6).

Rearranging in a non-decreasing order, we have:

7(3,4), 8(5,6), 9(1,3), 10(1,4), 10(2,5), 10(4,5), 11(1,2), 11(2,4), 11(3,6),
11(4,6), 13(3,5), 14(2,3), 15(1,5), 15(2,6), 16(1,6).

It will result in the selection of 7(3,4), 8(5,6), 9(1,3). The link 10(1,4) will
be rejected and the link 10(2,5) and 10(4,5) will be selected. However, it will
make node 5 a high index node, hence link-weights emanating from the node
5 need updating. See Figure 7.

Iteration 3: The updated link weights will be:

7(3,4), {(8+1)(5,6)}, 9(1,3), 10(1,4), {(10+1)(2,5)}, {(10+1)(4,5)}, 11(1,2),
11(2,4), 11(3,6), 11(4,6), {(13+1)(3,5)}, 14(2,3), {(15+1)(1,5)}, 15(2,6),
16(1,6).

Rearranging these weights in a non-decreasing order, we have:

7(3,4), 9(5,6), 9(1,3), 10(1,4), 11(1,2), 11(2,4), 11(2,5), 11(3,6), 11(4,5)},
11(4,6), 14(2,3), 14(3,5)}, 15(2,6), 16(1,5)}, 16(1,6).

Figure 7 Network with high index node 5.
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Figure 8 The minimum travelling salesman tour.

This will lead to the selection of 7(3,4), 9(5,6), 9(1,3), rejection of
10(1,4), selection of 11(1,2), rejection of 11(2,4) and selection of 11(2,5);
rejection of 11(3,6) and selection of 11(4,6). Once again, it is the same result
that was obtained in [16].

This is an optimal solution to the salesman tour and is the same as was
obtained earlier, shown in Figure 9. However, independent optimality of the
solution needs further work.

The above heuristic has provided optimal salesman tours; however, we
could not establish optimality of a solution independently. In the next section,
we follow strategy 3 discussed earlier in the Section 2.4, which results in an
optimal solution.

5 Determination of the Minimum Travelling Salesman Tour
Through an Index Restricted Shortest Connected Path
Between the Nodes P and P′

Here, we develop a heuristic for identification of an index restricted shortest
connected network joining the nodes p and p′, which is a path between the
nodes p and p′, passing through all the remaining nodes of the given network.
This path has an alternative interpretation, it also represents the travelling
salesman tour, when nodes p and p′ are super imposed. This index restricted
shortest connected network of the network G((N + 1), (L+ pr)), becomes
the minimum travelling salesman tour for the network G(N ,L). The method
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gives an optimal salesman tour. Details can be seen in [5]. The steps for this
modified approach are as follows:

Step 1. Given the network G(N ,L), identify a node with minimum number
of links emanating from it. This requirement is not an essential requirement,
as the required tour must pass through all nodes, therefore any node can be
selected as the node p, from where the tour commences and finishes. For
example, in the case of a completely connected network, the number of links
emanating from all nodes will be equal, and we can select any node arbitrarily
as the node p. The node p ∈ N .

Step 2. Given the network G(N ,L), reconstruct a network G((N+1), (L+
pr)), i.e., duplicate of the node p is an extra node and all links emanating from
the node p are also extra number of the links. Call the duplicate of the node p
as p’ and all duplicate of all links (p, q) become (p′, q). Since both link (p, q)
and (p′, q) cannot be selected as a member of the shortest connected network,
hence once a link is selected for inclusion in the shortest connected network,
its duplicate is set to ∞. Note all other links have no duplicate links. Network
links in G((N + 1), (L + pr)) are divided into two categories; links that
do not change in their link-weights, are called Type 1 links, which includes
all links other than those emanating from the node p, and Type 2 links are
all links emanating from the node p and p′. It is for this reason, the number
of nodes in the reconstructed network are (N + 1) and number of links are
((L+ pr).

Step 3: Create a counter K, and a set Ls of selected links with initial values
K = 0,Ls = φ. Note that in a n node network, the travelling salesman tour
will have n number of links, which also forms a path between nodes p and
p′ passing through all the remaining (n − 1) nodes. Therefore, when K = n,
or the number of selected links in the set Ls is equal to n, the process will
stop. Arrange Type 1 and Type 2 links in non-decreasing order and select the
minimum weight link and go to Step 4. Initially, all links in Type 2 category
will have link weights of two links equal. This link weight will change as and
when a link is selected for inclusion in the minimum spanning tree.

Step 4: Select the minimum weight link, if (1) it does not form a loop with
the existing selected links, and (2) if its selection is not increasing the index
of the node p or p′ > 1, and for any other node the index is not > 2. Set
K = K+1 and include the selected link as a member of the set Ls, and (3) in
the case of Type 2 links, all links have an alternative, hence selection is done
in favour of the node p or p′, which satisfy the index requirement.
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Step 5: If K< n and ∥Ls∥ < n, and if the selected link is of Type 1, return to
Step 4. If the selected link is of Type 2, set the length of the duplicate equal to
infinity. Re arrange links in non-decreasing order and return to Step 4. When
K = n, and ∥Ls∥ = n, go to Step 6.

Step 6: Find the index restricted minimum spanning tree joining the nodes
p and p′ and convert the spanning tree into the travelling salesman tour by
superimposing nodes p and p′, which is the required minimum salesman tour.

5.1 Numerical Illustration 3

Let us reconsider the illustration 1 by the approach discussed in this section
5. The link weight for 13 links from Table 1 is reproduced as Table 8.

Table 8 Link weights

F\T 2 3 4 5 6

1 12 10 10 – –

2 – 15 11 11 16

3 – 7 14 12

4 – 10 11

5 – 9

From the Table 8, we note that the minimum number of links are ema-
nating from the node 1. Hence this node is duplicated as node 1′. Modified
link-weights are given in Table 9.

Table 9 Link weights of the reconstructed network

F\T 1 1′ 2 3 4 5 6

1 – – 12 10 10 – –

1′ – – 12 10 10 – –

2 12 12 – 15 11 11 16

3 10 10 15 – 7 14 12

4 10 10 11 7 – 10 11

5 – – 11 14 10 – 9

6 – – 16 12 11 9 –

From the above Table 9, we note that Type 1 links are 10 in number and
Type 2 links are 6. Arranging these links in non-decreasing order, we have:

Min {Type 1: {7(3,4), 9(5,6), 10(4,5), 11(2,4), 11(2,5), 11(4,6), 12(3,6),
14(3,5), 15(2,3), 16(2,6)}; Type 2: {10(1,3), 10(1′3), 10(1,4), 10(1′,4),
12(1,2), 12(1′,2)}}
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Table 10 Link weights
F\T 1 1′ 2 3 4 5 6
1 – – 12 10 10+1 – –
1′ – – 12 10 10+1 – –
2 12 12 – 15 11+1 11 16
3 10 10 15 – 7+1 14 12
4 10 10 11 7 – 10+1 11+1
5 – – 11 14 10 – 9
6 – – 16 12 11 9 –

One can easily see that minimum link- weights are: 7(3,4) and 9(5,6),
which are selected, as they satisfy conditions stated in Step 4. Next minimum
is 10(1,3), 10(1′,3), 10(1,4), 10(1′,4) and 10 (4,5). Note as was argued earlier,
when the link 10(1,3) is selected, the corresponding duplicate link (1′,3) is
set equal to infinity, and length of the link (1,4) and (1′,4) will be raised to 11
units as was explained in Illustration 1. Next minimum is link (4,5), which
will increase the index of the node 4 to 3. Hence link-weights from node 4
needs updating.

{Type 1: {(7+1)(3,4), 9(5,6), (10+1)(4,5), (11+1)(2,4), 11(2,5), (11+1)(4,6),
12(3,6), 14(3,5), 15(2,3), 16(2,6)}, Type 2: {10(1,3), 10(1′3), (10+1)(1,4),
(10+1)(1′,4), 12(1,2), 12(1′,2)}}
Following the steps, the selected links will be: (3,4), (5,6), (1,3), (2,5), (4,6),
(1′,2), which forms a IRMCN path joining the nodes 1 and 1′ as shown in
Figure 9. When nodes 1 and 1′ are superimposed as one node, it forms the
required minimum salesman tour as was shown in Figure 8.

Figure 9 Reconstructed network.
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6 Concluding Remark

In this paper, the index balancing theorem from [11] has been incorporated
in the nearest neighbour heuristic [15] and link weights are reconstructed for
an application of the greedy approach for the link selection.

The heuristic has been applied to some previously solved travelling sales-
man problem and this heuristic has identified optimal solutions; however, it is
desirable to establish either some optimization conditions to check optimality
of the solution obtained by the proposed heuristic approach or develop some
independent proof for optimality of the solution given by the heuristic. This
remains as a future work.

It is also desirable to establish some estimation for the maximum error in
the solution obtained by the heuristic.

We have also established that instead of dealing with the given network, it
may be desirable to deal with a reconstructed network, which is slightly larger
than the given network, however, advantage is that it results in an optimal
solution. Here we find the index restricted path between the node p and its
duplicate node p’ and use its alternative interpretation to find the minimum
travelling salesman tour, which is an optimal salesman tour. This discussion
was presented in section 5, along with a numerical illustration.

In recent publications in [3–5] the authors have established optimality by
considering various possibilities under different strategies. More computa-
tional work is needed to estimate computational advantage of this approach,
and it will be reported in subsequent publications.

Once again, the question about the travelling salesman problem in the NP
Hard category remains under dispute.
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